
MAT 330/681 Lecture 6 2/16/2022

Bayes'Formuea_

Recall from last class : P(Elf)=P(pY ( PIF) > 0)

Note : PIEF) =P(EIF) - P(F)
E = EFCUEF disjoint union .¥É

F

P (E) IPTEFc) + PCEF)

Efc EF P(E) = PCE /E) • P(F)+ PCE /F) •PCF)

Bayes
'

Formula:

PCEIH ) • PCH)
PIHIE)=P¥¥ = pt-F.pt#EHPH9

EI : An insurance company designates people as
"

accident-prone
"

or not . Someone
that is accident-prone has 40% chance of

having an accident in the 1st gear of
a policy , while

someone
who is not accident-prone has only half that

chance .

Qb: If 30% of the population is accident-prone,
what is

the chance of a new policy holder having
an accident in

their first year
?

A = being accident-prone

A1 = having an accident in the 1styr.



Given : P(A) = 0.3 PLAY-0.7

P(And A) = 0.4 PCAII A) = 0.6

HAHA) -0.2 PCAEIA') -_ 0.8

Want : P(As)= ?

PIA,)=P(AHA)PCA)+P(As /A) - PLAY = 0.12+0.14--0.26
T.TO?zT.zT7 =2→

Q2:Ifacy holder had an accident in their

first year,
what is the prob . that they are accident-prone?

Plata,)=P¥¥÷=PlAY¥aA)-0.IE?-=Es--
46.15%-7
-n-

EI: Suppose that a multiple choice question in a Final

Exam has 5 alternatives
,

and only 1 is correct .

The probability that a
student knows the answer

to that question is p,
and if the student doesn't

know it , they guess
the answer at random .

a) what is the mob .

that the student knew the answer

§t they got
the correct answer ?



K = Knowing the answer

c = setting the correct •"

É.pµ?⃝
p(KI c) = =

ÉPÉE
IF IF IF

= =÷¥p=b
.P + 15 ( 1- p)

b) what is the prob .

that the student got the
correct answer

and did not know the correct answer ?

-

PICK)=P(4k9P(ñ)=1If
F- IF

E.g. , if p - I : a) ¥1T = =,= 83.33€

b) 1¥ -21T¥ 10€



questions .

=

"

prob. you had
to
guess ,

given that you got
the:÷"÷÷⇒:÷÷"÷÷:÷÷÷:*correct answer !

Upshot : Unless p -1 Igor knew

everything) , as
n9+x

,

the

y
p
I answer given

that you got
a

perfect score goes
to toot

.

.

?⃝ ② ③

µylÉ

pµ)=EgPH%%H = ( car
is behind

door # 1 ) "

hypothesis
"

E = (
host opens a

door

w/ a goat and no car)
"

evidence
"

PIHE) pTÉIÉp↳ e-

PHI E) =
pie

= pTEÉ④+peÉ④=_÷É-

prob . of
success if ¥ "

1
,

I
"

§
we don't switch

P(H4 E) = 1- PCH / E) = 1- 13-3¥ prob. of success
if we switch .



Falsepositives
• the probability of having diabetes is

1%→ PID)-0.01

• If someone has diabetes
,

there is a 90%

prob . they test positive → PCE /D) = 0.9

• If someone does not have diabetes , the

prob . they nevertheless test positive is 9% " false positives "

↳

• Someone tests positive .

What is the prob .PE/DJ-- 0.09

they have diabetes? PCD /E) =?
Most frequent answer among

M.D
.
's : 801--904

D= disease

E- = evidence of the disease (positive test) false positives
true positives /

P(D)-0.01 PCE /D) £-0.9 PCEID') -0.09

PID') -0.99 P(E4D)= 0.1 P(E4D9q 0.91
a

false negatives true negatives

P(DIE)=E)=P).P(D)
PIE) p(ElD)P(D) +

PCEIDY.PCDY-o.ro?:i::.o..-
= 9.17% ( of . 10.11%

in)Lecture 1



Q-Whys.hu?-
Tests for a disease are not frequently given

to

people who don't show any signs /symptoms of
that disease

.

In mathematical terms , this is the

difference in prevalence of disease between people

who are given tests v. the general population .

EÉmht•t?
• Reduce false positives ( PIE /D) as small possible .
• keep in mind that designing tests for

very rare conditions (very small PCD) )
is much harder

.


