
MAT3301681 Lecture 5 2/14/2022

Couditionalprobabilitg
R= red light blinds

G =

green light
blinks

B- blue eight being
} disjoint

PCR)=¥ P(G) = ¥ P(B¥\
I

suppose
the blue

light breaks .

• what are the
"
new
"

probabilities it

for the events R and G ,

given that B does not happen ?

⑦ (E) + I(G) = I↳ (G) = 2. Easy PTA =3 Flat -2g

• Let us analyze this
"

distributing
" the old

probability of B happening to new probabilities. .



Information :
B does not happen

t5happ
P (B) = 1- P(B) = 1- F- = ¥ .

P(A)=P(ApY¥
Since original events are disjoint :

P(RAI) = PCR)

I P(Gn) =P (G)
new

New prob. information

PCR)PTA -

- "¥:÷= ⇒ = -1¥
A

PIG)=P¥%? = t.pk?.----E--ED
☒

Def: the conditional probability that an event
E happens_giÉveut F happens is

PCE / F) = ( assuming PCF) >§ .

T
"

given that
"



Compare w/ example above : ⑦(E) = PIE / B)

Faetsabatconditioudpvobabilities1OIfPiP@tsG.e
.] is a probability and

FEPIR) is such that PCF) > 0 , then

Ñ: Pbr) → [0/1] given by
PCEF)I (E) :=PlEl F) =
pTf)

is a probability on R :

• (E) =P /EIF) c- [0,1]

• PTI) __PIRI F) = 1
• If Ei are pairwise disjoint, i. e., EinEj-oifi-tj.tuenp.E.Ei-piif.fi/F)--fP(EilF)i--iTTEi)

So all previous results apply to card . pros. :

for example , PIE / F) = 1- PCEIF)
② In particular, if I is finite and all

outcomes are equally likely , then
PIEIF) - t.pk?,---lEfrY-



PIEF) = LEARY1¥
Try

P(F) = 1¥,

PCEK-t-Y.EE/-=Y--r?yYdY---YfY- ☐

(here 02--5 is the sample space)

Eixample : Two fair coins are tossed . What is the prob .

of both landing on treads given that

a) the first coin lands on heads
.

b) at least one coin lands on heeds .

D- {(TT) , (TH) , (HT) , IH ,
H) } sample space .

a) E - KH , H)}
f- = { (EST) , (1-1*1-1) }

"

first coin lands on

heads "

PCE /F) = PPY-pt-f.lt?ff-=rIEnr---E•



b) E- {(1-1,1-1) }
G- {(HT) , (TH) , (HH )} .

"at least one
heads "

PCEG) f,E1G=EPIEIG)=¥=lE?¥- =-3
,

Prof:(Multiplication Rule) . Suppose Es , -→ En are events

St
. PIE, - - - Ex) > 0 for all 1£ Ken .

Then :

P(EaEz - -
- E) =P(Es).PH/Es).P(E3/EsEz)---P(En/Es-..En-.)P-f-i

Computing the right - hand side of the above :

P¥DP¥¥÷#P¥÷
=P (Es - - - Eu) .

(
can be made

rigorous using)induction



EI : A standard deck with 52 cards is randomly divided

into 4 piles (with 13 cards each) . What is the

prob .

that each pile contains exactly 1 ace ?

E
,
= {A a. goes to some pile }

Ea = {A•
.

and A
go
to different piles}

E3 = {A••.Aq•
,
and A go to different piles}.

Ey - {Ale A 's goin different piles}
EI ← easy

Qv Plea)=?

/
Plea)=1

want Nesting :P /E4) =P / E1EzE3E4)
PIED .P(Eales) .P(EdEsEz)P(E4lEsEzE③ .

Mutt . rule
← A-

• goes
to the same pile as A-

a.

PCEalt-s-1-PCEIIED-1-FPCE-sk-T.EC) - 1- P(E5IEsEz)= 1- 2¥
PLEA / EsE2E3)= 1- P(EÉlE1EzEs)= 1- 3¥
Plea)=P(E1EzEsEa) - 1. (1- %-) . (1-34-0) . (1- %-)



= 2,19¥ I 10.55%

Alternative solution : Distribute 4 aces to the 4 piles that
- have 13 cords each

.

F)F) 171
"

) 134
e- =%÷.

EI : You lost
your keys and are 80% sure they are in one

of 2 pockets in your
coat
; being 404 sure they are on

the Left pocket, and 40% sure they are on the Right pocket.

If you look
in the left pocket and they are riot

there
,
what is the prob . you find them in the Right ?

L = Keys are in left pocket

R = Keys are in right pocket .

PIL )=P(R)=<÷=§ PIRIE)=?

PIRIE)=%) PCR) 215

PM ñ⇒
-⇒ =É•

RAE = R bk RnL=¢.


