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"Svrpn
" amount of surprise from learning

Stp ) = that an event with probability p
of happening took place ?

Axioms . S( 1) =D

Axiomz . Stp) is strictly decreasing as a function of p :

p < of ⇒ Slp)> Slot)

Axioms . Xp) is a continuous function of p .

A×iom4_ . Sfpq) = Stp) + Slot) , pigeon]

Thug . If S :(on] → IR satisfies the above Axioms 1-4,

then Xp) = - Clogzp , where c > 0 .

PI. Fran Axiom 4 with g-=p , Stp) = Stp) + Stp) --251ps)
with g- =p? Sfps)=S(pY+Slp)=3SCp)

i

by induction, we find that Slpm)=m . Stp) for

all MEN .



More generally , replacing p with p
"" above

,
we have :

slpt-slpI.ypE.pk/--nsfpk)ThusSlpih)--1nslp)
Altogether , Slpmln) -_ msfp

"" ) - In Stp) , "e-

s(p× ) -_ ✗ Stp) for all ✗ € .

By density of Q1 in R and continuity of 5

( Axiom 3)
,

we conclude that

Sfpi ) -- ✗ Sfp ) for all ✗ c-IR

For
any petal] ,

let ✗= - log, p , so p - (E)?

therefore

Xp)=sµz)×)=xs(E) = - Clogep
=

Axiom 2
C

Axiom d-

where c- s (E) És(1) to . ☐



What does
"

surprise
"

mean ?

A-i In probability ,
"

surprise
"
measures n# .

In information theory ,

"

surprise
"

measures the amount of

information that is learnt upon observing an event .
-

It is customary to normalize C-1
,

in which

case

Ilp)=s(p)= - logzp
is called

"

information content "
,

measured in

bits .

Def. The Shannontntopy of a discrete random

variable ✗ is the expected value of the

information content of ✗ :

u n

H(X)=E(I(XD = [piI(pi)= - Epibgipi
i -1

i=1

where : - logzpi

pi=P(X=xi)

p¥¥¥¥¥ prob .

moss function
of X .



Exempt: Flip of a (possibly biased) coin
.

✗ ~ Bernoulli (g) P(X=H)=p

PCK-tl-1-pHN-e-plogzp-11-ploga.lt-

p)

Note that the largest valve possible for HH)

is attained when p=Yz funbiased coin) :

HH)= - logzdz = 1- 1
.

while
,
e.g. ,

with p= 0.7 ,
one

has HH)-0.882<1
.

lodesardcodinggi-ioBBR.FI
measures ✗ which

takes 4 possible values :

Xz <→ 01 a.

⇐ " ⇐ o

Xz ↳ 10

"⇐ . ¥÷¥¥¥:



To avoid ambiguities ,
need that none of the

sequences
( codes) is an extension of another shorter

sequence .

I : How many
bits are we going

to send on average?

A-; for example, if the prob . distr . of ✗ is

É
PIX#-) 1%1×41%148

then :

E / A- bits using A) = § -2+4.2+81 -2+18.2--2
=

El # bits using B) = I -1+14.2+18.3+18.3
= It ? = 1.7€

Therefore , using B is advantageous : on average,

we will only need 1.75 bits to be

sent each time
, compared with 2 bits

on average if we used A.



II. What is the
" best " possible code?

II. How small con
the expected # of bits be?

AI. The expected # of bits needed to encode a

random variable ✗ is at least HCX) .

(Before proving this
,
need some preliminary work)

Encode ✗ using binary codes as follows :

Xy C→ word of 0 's and 1 's of length my

XzC→- u
- Nz

×
?C- -u-

M3

IN c→ -n- MN

Lenny : let Mj = length of code used for xj .

Such an unambiguous code (with these lengths)

exists if and only if [(1)
"
i
⇐ 1

j - a-
number of codes

PI: Let wj := # { i : mi=j / f- with length j
available

.

Need WI = * 4 ; : ni.gg ⇐I
only 2 letters are

bk words of length 2

Similarly , Nz £22-2W,- cannot be extensions of words

of lengths



By induction
,
one sees that;

N n-1 u-2 I

won c- 2 - Wil - Wz -2 - - . . - Wn
-
IZ

is both necessary
end sufficient.

Rewrite the above as :

n-2 n-1

Wn + Won-1.2 + wn-z.IT - -
- + Wz -2 + Wy -2 12th

Dividing b) 2h, we
have :

Wn Wnt

g-
+ + [ 1- - - + hÉ+÷ e- 1

.

Ñ÷for all n .

5--1

Since wj > 0 .

the above holds for all new

if and only if
the series with nato satisfies

Éwifzi - I ;÷ £1
5--1 j -1

to

Recall wj= # Li : mi ⇒1. so ¥wjÉ⑦
"

i-1



shann.us/noiseless)CoolingTheorem-.

Any binary code that unambiguously
encodes a

discrete random variable ✗ satisfies

El # bits that need) > HH) .

to be sent
-

N

-
N

[ niplxi) - [ plxilogzplxi)
i =L 5--1

z
-Ni

PI . Let pi - plxi) , g. =
.

Nate Chet

N
g-=L

Epi =L and

i =L N

N
z
-
ni

g z
-ni

{ 9-i - É =^
= 1

.

i -1
i=1 § 2-nj

g- =LConsider j -1

N N

- Epi log.fi#---log.eEfilog( F÷)
i-1 I
bogzx - logzelogx



log ✗ ⇐ ✗-1 7- eogze É ri ( ¥. - 1)Fx> O

d 5--1

" ✗

- bogie (E) Ifi -?⃝
N N

= logze 9- i - E pi ) = 0
:-.

"

÷
Nth "
- qpilogzf"q÷) ⇐ °

i=L

Since logz YI. = log , pi - log, fi , we
have :

N N

HH) = - E pi log, Pi E - E pi dogs 9-i
is1 i=L

N z
-Ni

= - Epi toga¥;)i=L

g-=L



N

= - Epilogzlé
"

) - pi log, / Éz
-

%)
it - I E- Mi

so¥
N N N

= Epi - ni + [ pi log, / ⇐ 2-%)
i =L n' =3

=
N

E {Pini = E(# bits needed) .

☐5--1

This gives a satisfactory answer to Q2 .

Regarding Q1 , for general
random marbles

,

there does not exist a code realizing

egnelityin-sh.no bound
,
ie
, typically

El # bits needed) > HH) .

However
,

it is always

possible to devise a code with El#bits needed)<HAH .


