
MAT 3301681 Lecture 24 5/3/2021

Marhlovchains : Suppose that a system can be in one of

Pzz m different states at each

given time
.

state : 2 1 3 - . . I - - -÷
Time : I 2 3 - - - k - - -

random X
,

Xz Xz - - - Xx - - -

variables :

Ps3 0 If the system is in state i
,

n=4 Pay the probability that it transitions

to state j in the next unit
Transition probability
from it j . time is given by :

Ñij=P(X×+s=jlX×=i )
Ftse TE state

Ñf being j is i

P(✗×µ=j|✗×=i , Xx-Ein , Kai in -21 - - -

i II pI-io) .tk .

state
Past is irrelevant
to determine current

transition probabilities .



Organize transition probabilities in a matrix
, as follows ;

next next next next state
state 1 state 2 state 3

n

t d d d
1 2 3 - - - n

current 1
"" " → " P" % "

" %"

) 3

current
state 2 → Pz1 Pzz Pzz -

- - Pzn 2

P = a
Ps2 Psa -

-
- Psu

I
"

s

i : i ;
.

current !
staten → Pus Puz Pus - - - Pnn

n

Clearly , the suit of probabilities in each line of P ist .
n

{ Pij =L .

a-
this means that P
is a

" stochastic
matrix .

"

j=1

Eixample. Suppose you eat 1 of 3
desserts every day :

1 .

Ice cream

2. Cake

3 .

Chocolate

Assume the sequence of desserts you
eat

form a Markov chain with transition

probabilities as indicated
.



÷ ÷ :?)
Q : what is the probability

P= (0.5 0.4 0.1
thot you eat Ice cream

in 2 days , given that

you atecake today ?

a- ° "= PIL :=P(✗2--11×0=2) = ? entry ,
p'10¥ p.

8.
Pii:-P.ie?iipi-..p?Y:iE.-..p;-.i

:

= 0.5 . 0.3+0.4-0.5+0.1
. 0.2

Poi"

③g = 0.15+0.20+0.02

M=3 .

= 0.37 .

③ = 37%

More generally , PIM
ij
=
II. j) entry of matrix PN

.

Using Linear Algebra,Q : what is the probability -
that you eat Ice cream / p%÷• ! !! !!0.36 0.43 0-21)in 200 days , given that

you atecahe today ? N=2oo

p(200)
21
± 0.36=36 %



chapman.tn/olmogorov-Equk-onPijM--EpHpCN-r)in xj ,
for any

O<r< N .

9
k=1

Probability of going In particular, if 5--1 ' them
Recursivelyfrom state i to n

state j after N steps .
(N) (N-1) defining thePij - [ Pin - Pxj ←¢:p - entry of)(Pij"=Pij ) e- 1 pm

PI Pi.j"=P(✗µ=j|Xo=i)
n

= [ P(Xn=j,Xr=k/Xo=i)
✗=L#

PHn=i;Y÷÷j PFF

[ P(Xn=j /xnxx.si/.P(Xr=HXi=i)~-k--1pTF.Xr=kF--i~
¥=iP¥¥

By Mordor hypothesis , pfxw-jlxr.hn/o--i)--P(Xn--jlXr=k)--P?j
""



n n

- -
-

= { p(N
-r) pm
" j

' in = Epi;
' .pk-4

Kj
-

✗ =L ✗=L&

£1: Over the long run, with what frequency is state j visited ?

If As time goes
to + a

,

in what state is the system
most likely to be ?

Does it exist?

Tj := him PIN
ij

= ? How to compute it?
N→ •

QI : Which Tj , Is jen ,
is the largest ?

Deff: A Markov chain is ergodic if there exists N > o

St . all entries of PN are strictly positive, me,

Pig > 0 ,
for all 1£ i. jen .

f. e. one can reach
every

state from any
other state)within N steps .

Thy : If a Markov chain is ergodic. , then the limits

Tj =
bin pig?' exist for all 1- Ej e- n, and can be

N →a

computed as the unique non - negative solutions to
ie.pt#----n--- is

on
~ I - on eigenvector

[ Tj =L and [ tthphj = Aj .

of # w/eigenvalue;whose entries are
j=1

✗ = 1
70 and add

up
tod

.



In the example from before, with transition matrix

(
0.3 0.3 0.4 Pu Piz Rs

P= 0.5 0.4 0.1
= P2

,
Pzz B.3)

0.2 0.7 0.1 ) ( Ps , Bz %

we have :

• Markov chain is ergodic Pij > 0 ,
III.jE3 .

• ñj can be computed as the nonnegative solution to :

É=(Is

.AZ/n-3)tt1tn-ztiTz--1-CTI.I3--1I1=1T1P1sl-11-2%1+431031
Iz thy PIZ + Iz Pzz +11-3%2€3
- Asks + step,> + *>B,

}P¥"
In other words

, using Linear Algebra, the above is

equivalent to finding anetor IT - In-situ B)
for the matrix Pt with eigenvalue 1 , whose entries

are nonnegative and add
up

to 1
.

Ñ=(ñ±,nz,ñs)=(<¥qn¥q ' %) E. (036,043,0-21)
( f. with entries ) )of Pao

.


