
MAT330 Lecture 27 5/11/206

Simulating a random variable with prescribed pdf-
Q: How to create a raid. var

tee
. ; ÷::.si::*

Note : This is very import# U ~ Uniform ((0,17) .
in computer science &

date science .

Props. Given flx) , let Flx) = fltldt . Define

X - F
- ' ( U)

,
where Un Uniform (last) . Then

X is a random variable with pdf fad .

F is monet
.

Pd: Fx ( x) =P(X E x) = Pff -yo) ⇐ ×) E increasing

=P (Fff -' lol) SFM) =P( UEFA))
whiskey FK)

- Differentiating both side, on × ,

o

'I fxlxl - flx) ; as desired
.

I



Exawiple : Simulate an exponential random variable with

1=1
; using

as input UN Uwf Clan) .

f. (x) = e-
×

← prescribed 8. d.f .

f- (x) - f) e- tdt = . . . = I - e-
×
← prescribed c. f.d .

Y - FH - I- e-
×
⇒ e-

×

- I - y ⇒ x= - logG -y)

F-
' (g) = - log ( I - y) -- log # .

X - F -YU) -- log4¥ has the desired p.d.f.fxt.IE
"

-

Markov chains . negxtstaterairsrefyet-

① ③ Pij =PfX*EjlXk→past ""

if EE:÷i¥¥÷÷÷:* i.
"
past is irrelevant, only

② current state suffices to
n-irerk.es higsrwmtwnbesdeistinofneahetrep ,Pzz

" Transition Diagram
"
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Convenient to display Pij 's in
''

transition matrix "

Adding the

:÷÷÷÷: :: :: : : ::p :*:*P= these lines

current
→

in
,
Pii

"

Pnz . .
.
pm / gives 1 .

staten
"stochastic
matrix "

→
A Markov chain is a sequence of randomMore rigorously -

variables { Xx } taking values on 11,2 , . - in) that

satisfies the
" Markov hypothesis "

X×=i means written above
.?÷÷I÷nmi Emotions:④ what is the probability of going

from state i to state j after
N steps ?

. . Pj" = Piepajt Pizpejt - - - tpanpnj
= Eeiepe ; ← this is0¥05-e exactly the- z d -- Ip.nl#os . . . fgiifmaffi.kz

-
. . 3



Chapman - Kolmogorov Equation .

-

Pig = the Pier ' Petit " for any
Kren

a
transition prob .
from state i to e.g . setting r=N -1 :
state j in N steps (pipe qq.pt?e-" Peg )
( i. j) entry in ✓
the matrix PK?

QI: with what frequency is the system in a given state ?

(As number of steps goes
to ta

,
in which state is

the system mostleast likely to be ?)

Ms. Kj = fig
.

Pig
'
← E÷n÷¥La*Fk:

From linear Algebra , we know how to compute powers P
"

of a matrix P for all N if we know the eigenvalues
and eigenvectors of i.e

.
st Pig' so for all iij

for some N> o
.

them .

For an ergodic Markov chain
,
the limits (try.

exist for all 1 Ej en; and
the resulting it. are

the unique non- negative solutions of Tj - Eng ite Peg; €!tj=1
,


