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Bound states in one dimension Particle in a box

V(x) =





∞ for x < L/2
V0 for − L/2 ≤ x ≤ L/2
∞ for x > L/2

(1)

6.4 THE PARTICLE IN A BOX 201

contain it. A simple example is a ball bouncing elastically between two im-
penetrable walls (Fig. 6.5). A more sophisticated one is a charged particle
moving along the axis of aligned metallic tubes held at different potentials,
as shown in Figure 6.6a. The central tube is grounded, so a test charge in-
side this tube has zero electric potential energy and experiences no electric
force. When both outer tubes are held at a high electric potential V, there
are no electric fields within them, but strong repulsive fields arise in the
gaps at 0 and L. The potential energy U(x) for this situation is sketched in
Figure 6.6b. As V is increased without limit and the gaps are simultaneously
reduced to zero, we approach the idealization known as the infinite square
well, or “box” potential (Fig. 6.6c).

From a classical viewpoint, our particle simply bounces back and forth be-
tween the confining walls of the box. Its speed remains constant, as does its ki-
netic energy. Furthermore, classical physics places no restrictions on the values
of its momentum and energy. The quantum description is quite different and
leads to the interesting phenomenon of energy quantization.

We are interested in the time-independent wavefunction !(x) of our parti-
cle. Because it is confined to the box, the particle can never be found outside,
which requires ! to be zero in the exterior regions x " 0 and x # L. Inside the
box, U(x) $ 0 and Equation 6.13 for !(x) becomes, after rearrangement,

Independent solutions to this equation are sin kx and cos kx, indicating that
k is the wavenumber of oscillation. The most general solution is a linear

d2!

dx2 $ %k2!(x)  with  k2 $
2mE

&2
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Figure 6.5 A particle of mass
m and speed v bouncing elasti-
cally between two impenetrable
walls.

Figure 6.6 (a) Aligned metallic cylinders serve to confine a charged particle. The in-
ner cylinder is grounded, while the outer ones are held at some high electric potential
V. A charge q moves freely within the cylinders, but encounters electric forces in the
gaps separating them. (b) The electric potential energy seen by this charge. A charge
whose total energy is less than qV is confined to the central cylinder by the strong re-
pulsive forces in the gaps at x $ 0 and x $ L. (c) As V is increased and the gaps be-
tween cylinders are narrowed, the potential energy approaches that of the infinite
square well.
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Bound states in one dimension Particle in a box

wave function outside box

ψ(x) = 0 x < −L/2∧ x > L/2 (2)

wave function inside box

ψ(x) = Aeikx + Be−ikx − L/2 ≤ x ≤ L/2 (3)

energy and wave vector

E =
h̄2k2

2m
+ V0 ⇒ k2 =

2m(E−V0)

h̄2 (4)

boundary conditions for wave function

ψ(−L/2) = Ae−ikL/2 + BeikL/2 = 0 (5)

ψ(+L/2) = AeikL/2 + Be−ikL/2 = 0 (6)
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Bound states in one dimension Particle in a box

adding (5) to (6) gives

2(A + B) cos(kL/2) = 0 (7)

while subtracting (5) from (6) gives

2i(A− B) sin(kL/2) = 0 (8)

both conditions in (7) and (8) must be met
when A = B (8) is met and to satisfy (7)

k =
2πn1

L
+

π

L
n1 = 0, 1, 2, 3, · · · (9)

when A = −B in which (7) is met and to satisfy (8)

k =
2πn2

L
n2 = 1, 2, 3, · · · (10)
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Bound states in one dimension Particle in a box

• Consolidate quantization conditions rewriting

k =
πn
L

n = 1, 2, 3 · · · (11)

and solution to time-independent Schrödinger equation

ψn(x) = A
{

cos(nπx/L) for n odd
sin(nπx/L) for n even

= A sin
[

nπ

L

(
x +

L
2

)]
(12)

• Not only is the wave vector quantized + but also

p = h̄k = h̄πn/L (13)

and

E = V0 +
h̄2k2

2m
= V0 +

h̄2π2n2

2mL2 (14)
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Bound states in one dimension Particle in a box

Amplitude can be found by considering normalization condition
∫ +∞

−∞
|ψn(x)|2dx =

∫ +L/2

−L/2

∣∣∣∣A sin
[

nπ

L

(
x +

L
2

)]∣∣∣∣
2

dx = |A|2 L
2

, (15)

recall + ∫ +L/2

−L/2

∣∣∣∣sin
[

nπ

L

(
x +

L
2

)]∣∣∣∣
2

dx =
L
2

. (16)

Since we require + |A|2L/2 = 1

A =

√
2
L
⇒ ψn(x) =

√
2
L

sin
[

nπ

L

(
x +

L
2

)]
(17)

Normalization can be met for a range of complex amplitudes

A = eiφ

√
2
L

(18)

in which phase φ is arbitrary
This implies outcome of measurement about particle position

(which is proportional to |ψ(x)|2)
is invariant under global phase factor
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Bound states in one dimension Particle in a box

Hamiltonian operator

Each solution ψn(x) + satisfies the eigenvalue problem

Ĥψn(x) = Enψn(x) Ĥ =

[
− h̄2

2m
∂2

∂x2 + V(x)

]
(19)

Solutions are orthogonal to one another

∫ +L/2

−L/2
ψ∗m(x)ψn(x) dx = δmn (20)

δmn

{
1 m = n
0 m 6= n (21)
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Bound states in one dimension Particle in a box 6-2 The Infinite Square Well 233
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Figure 6-4 Wave functions
and probability

densities for
n ! 1, 2, and 3 for the
infinite square well potential.
Though not shown,

for and
x " L.

x # 0$n(x) ! 0

Pn(x) ! $2
n(x)

$n(x)

Since the wave function is zero in regions of space where the potential energy is infinite,
the contributions to the integral from %& to 0 and from L to '& will both be zero.
Thus, only the integral from 0 to L needs to be evaluated. Integrating, we obtain

independent of n. The normalized wave function solutions for this
problem, also called eigenfunctions, are then

6-32

These wave functions are exactly the same as the standing-wave functions yn(x) for the
vibrating-string problem. The wave functions and the probability distribution func-
tions Pn(x) are sketched in Figure 6-4 for the lowest energy state n ! 1, called the
ground state, and for the first two excited states, n ! 2 and n ! 3. (Since these wave
functions are real, ) Notice in Figure 6-4 that the maximum
amplitudes of each of the are the same, as are those of 
Note, too, that both and extend to They just happen to be zero for
x # 0 and x " L in this case.

The number n in the equations above is called a quantum number. It specifies
both the energy and the wave function. Given any value of n, we can immediately
write down the wave function and the energy of the system. The quantum number n
occurs because of the boundary conditions at x ! 0 and x ! L. We will see
in Section 7-1 that for problems in three dimensions, three quantum numbers arise,
one associated with boundary conditions on each coordinate.

Comparison with Classical Results
Let us compare our quantum-mechanical solution of this problem with the classical so-
lution. In classical mechanics, if we know the potential energy function V(x), we can
find the force from and thereby obtain the acceleration 
from Newton’s second law. We can then find the position x as a function of time t if
we know the initial position and velocity. In this problem there is no force when the

ax ! d2x>dt2Fx ! %dV>dx

$(x) ! 0

( & .Pn(x)$n(x)
Pn(x), 2>L.(2>L)1>2,$n(x)

Pn(x) ! $n
…$n ! $2

n .

$n(x) ! A2
L

 sin
n)x
L

  n ! 1, 2, 3, Á

An ! (2>L)1>2
L. A. Anchordoqui (CUNY) Quantum Mechanics 3-19-2019 10 / 22



Bound states in one dimension Finite square well

!

!

!2π2 
(E =� with�probability�1)�2m 

?�Question:�what�does�a�postion�measurement�yield?�What�is�the�probability�of�finding�the�particle�at�0�≤ x ≤ L?��
and�at�x = 0, L?��

?�Question:�What�is�the�difference�in�energy�between�n and�n +�1�when�n → ∞?�And�what�about�the�position��
probability�|wn|2�at�large�n?�What�does�that�say�about�a�possible�classical�limit?��
In�the�limit�of�large�quantum�numbers�or�small�deBroglie�wavelength�λ ∝ 1/k on�average�the�quantum�mechanical��
description�recovers�the�classical�one (Bohr�correspondence�principle).��

4.1.2�Finite�square�well�

We�now�consider�a potential�which�is�very�similar�to�the�one�studied�for�scattering�(compare Fig.�15�to Fig.�22),�
but�that�represents�a�completely�different situation.�The physical�picture�modeled�by�this potential�is�that�of a�
bound�particle.�Specifically�if�we�consider�the�case�where�the�total�energy�of�the�particle�E2�< 0�is�negative,�then�
classically�we�would�expect�the�particle�to�be�trapped�inside�the�potential�well.�This�is�similar�to�what�we�already�
saw when studying the infinite well.�Here however the height�of the well is finite, so that we�will see that the quantum�
mechanical�solution�allows�for�a�finite�penetration�of�the�wavefunction�in�the�classically�forbidden�region.�

?�Question:�What�is�the�expect�behavior�of�a�classical�particle?�(consider�for�example�a�snowboarder�in�a�half-pipe.�
If�she�does�not�have�enough�speed�she’s�not�going�to�be�able�to�jump�over�the�slope,�and�will�be�confined�inside).�

-VH 

a-a x 

E2=-E 

E1=+E 

V(x) 

Region I Region II Region III 

Fig.�22:�Potential�of�a�finite�well.�The�potential�is�non-zero�and�equal�to�−VH� in�the�region�−a ≤�x ≤�a.�

For�a�quantum�mechanical�particle�we�want�instead�to�solve�the�Schrödinger�equation.�We�consider�two�cases.�In�the�
first�case,�the�kinetic�energy�is�always�positive:�

⎧ 
⎪⎨ 

⎪⎩ 

ψ(x)− !
2 d2 

=�Eψ(x)� in�Region�I�2m dx2 
2 d2 ψ(x)− !2m dx2 =�(E +�VH )ψ(x)� in�Region�II�

ψ(x)− !
2 d2 

=�Eψ(x)� in�Region�III�2m dx2 

2d2�

Hψ(x) =�− ψ(x) + V (x)ψ(x) =�Eψ(x)� → 
2mdx2

so�we�expect�to�find�a�solution�in�terms�of�traveling�waves.�This�is�not�so�interesting,�we�only�note�that�this�describes�
the�case of an unbound particle. The solutions�will be similar to scattering�solutions (see�mathematica demonstration).�
In�the�second�case,�the�kinetic�energy�is�greater�than�zero�for�|x| ≤ a and�negative�otherwise�(since�the�total�energy�
is�negative).�Notice�that�I�set�E to�be�a�positive�quantity,�and�the�system’s�energy�is�−E.�We�also�assume�that�
E < VH .�The�equations�are�thus�rewritten�as:�

⎧ 
⎪⎨ 

⎪⎩ 

ψ(x)− !
2 d2 

=�−Eψ(x)� in�Region�I�2m dx22d2�
2 d2 ψ(x)− !2m 

Hψ(x) =�− ψ(x) + V (x)ψ(x) =�Eψ(x)� → =�(VH − E)ψ(x)� in�Region�II�
2mdx2 dx2 

ψ(x)− !
2 d2 

=�−Eψ(x)� in�Region�III�2m dx2 

√ 

Then�we�expect�waves�inside�the�well�and�an�imaginary�momentum�(yielding�exponentially�decaying�probability�of�
finding�the�particle)�in�the�outside�regions.�More�precisely,�in�the�3�regions�we�find:�

Region�I� Region�II� Region�III�
2m(VH+E2)k ′�=�iκ, k =� !2 k ′�=�iκ, √√√ √ 

−2mE2 2mE =�!2 !2 =� 2m(VH−E)�
!2 κ =� 2mE 

!2κ =�

��

0

E1 > V0 ⇒





− h̄2

2m
d2ψ(x)

dx = (E−V0)ψ(x) in region I
− h̄2

2m
d2ψ(x)

dx = Eψ(x) in region II
− h̄2

2m
d2ψ(x)

dx = (E−V0)ψ(x) in region III

E2 < V0 ⇒





− h̄2

2m
d2ψ(x)

dx = (V0 − E)ψ(x) in region I
− h̄2

2m
d2ψ(x)

dx = Eψ(x) in region II
− h̄2

2m
d2ψ(x)

dx = (V0 − E)ψ(x) in region III
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Bound states in one dimension Finite square well

E1 * Expect to find solution in terms of travelling waves
Not so interesting + describes case of unbound particle
E2 * Expect waves inside the well and imaginary momentum
(yielding exponentially decaying probability of finding particle)

in outside regions
More precisely

Region I: k′ = iκ ⇒ κ =
√

2m(V0−E2)

h̄2 =
√

2m(V0−E)
h̄2

Region II: k =
√

2mE2
h̄2 =

√
2mE
h̄2

Region III: k′ = iκ ⇒ κ =
√

2m(V0−E2)

h̄2 =
√

2m(V0−E)
h̄2

And wave function is
Region I: C′e−κ|x|

Region II: A′eikx + B′e−ikx

Region III: D′e−κx

In first region can write either C′e−κ|x| or C′eκx

First notation makes it clear we have exponential decay
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Bound states in one dimension Finite square well

Potential even function of x
Differential operator also even function of x
Solution has to be odd or even for equation to hold
A and B must be chosen such that

ψ(x) = A′eikx + B′e−ikx

is either even or odd
Even solution * ψ(x) = A cos(kx)
Odd solution * ψ(x) = A sin(kx)

Odd solution
ψ(−x) = −ψ(x) setting C′ = −D′ * rewrite −C′ = D′ = C

Region I ψ(x) = −Ceκx and ψ′(x) = −κCeκx

Region II ψ(x) = A sin(kx) and ψ′(x) = kA cos(kx)
Region III ψ(x) = Ce−κx and ψ′(x) = −κCe−κx
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Bound states in one dimension Finite square well

Since ψ(−x) = −ψ(x) + consider boundary condition @ x = a
Two equations are

{
A sin(ka) = Ce−κa

Ak cos(ka) = −κCe−κa

Substituting first equation into second

Ak cos(ka) = −κA sin(ka)

Constraint on eigenvalues k and κ + κ = −k cot(ka)

For the even solution in the well + ψ(x) = A cos(kx)
For continuity of ψ(x) + A cos(ka) = Ce−κa

For continuity of ψ′(x) + −kA sin(ka) = −Cκe−κa

Constraint on eigenvalues k and κ + κ = k tan(ka)
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Bound states in one dimension Finite square well

Graphical Solutions

Two different curves of κ/k are shown
each corresponding to different V0 value

V0 given by value of ka where κ/k = 0+ indicated by small arrows
Top κ/k curve has κ/k = 0 for ka = 2.75π or

√
2mV0 a/h = 2.75π

Allowed values of E are given by values of ka at intersections of:
κ/k and tan(ka) as well as κ/k and − cot(ka) curves

 More Chapter 6 21

For x ! "a:

For continuity of #1x2   A2  cos1-ka2 = A2  cos ka = B1 e-$a 6-40a

 For continuity of #%1x2 -kA2  sin1-ka2 = kA2  sin kA = $B1 e-$a 6-40b

We note immediately that B1 ! B2, which the symmetry of the potential might also 
have suggested to us. Combining Equation 6-39 and 6-40, we have that

 
A2

B2
=

e-$a

cos ka
=

$e-$a

k sin ka
 

or

 
sin ka
cos ka

= tan ka =
$

k
 6-41

Substituting values of k and $ from above, Equation 6-41 can also be written as

 tana 22mE
U

 ab = AV0 - E

E
 6-42

Considering the odd solutions in the well, #1x2 = A1  sin kx, an equivalent discus-
sion leads to the condition that

 -cot ka =
$

k
 6-43

Though tedious to solve analytically, the solutions to these transcendental equations 
can be readily found graphically. The solutions are those points where the graphs of 
tan ka and "cot ka have values in common with $>k. Figure 6-15 illustrates the 

FIGURE 6-15 Graphical solutions of Equations 6-41 and 6-43. Two different curves of $>k 
are shown, each corresponding to a different value of V0. The value of V0 in each case is given 
by the value of ka where $>k = 0, indicated by the small arrows. For example, the top $>k 
curve has $>k = 0 for ka ! 2.75&, or 12mV021

2 a>h = 2.75&. Allowed values of E are those 
given by the values of ka at the intersections of the $>k and tan ka and $>k and "cot ka 
curves.

0

1

2

3

4

–cot ka
α /k

ka

tan ka

tan ka
α /k

–cot ka

n = 6

n = 5
n = 4

n = 3

n = 2

π 2π 3ππ/2 3π/2 5π/2




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Bound states in one dimension Finite square well

Odd solutions

RegRegRegion II

!

Region I Region IIion IIion II Region III 

Fig.�25:�Left:�Odd�solution�for�the�finite�barrier�potential,�for�two�potential�depth.�Ground�state�of�the�wavefunction.�The�
wavefunction�is�a�sinusoidal�in�Region�II�(Black)�and�an�exponential�decay�in�regions�I�and�III�(Blue).�Notice�that�for�the�
shallower�potential�(dashed�lines)�the�wavefunction�just�barely�“fit”�inside�the�well.�Right:�Odd�solution,�for�larger�k vector�
(higher�quantum�number),�allowing�two�oscillations.�

√
2�− z2rewrite�the�equation�κa =�−ka cot(ka)� → z1�=�−z cot(z) as� z =�−z cot(z),�or:0�

√ 
2z − z2�=�−z cot(z)0�

This�is�a�transcendental�equation�for�z (and�hence�E) as�a�function�of�z0,�which�gives�the�depth�of�the�well�(via�VH ).�√
2To�find�solutions�we�plot�both�sides�of�the�equation�and�look�for�crossings.�That�is,�we�plot�y1(z) =�− z − z2�,0�√ 

2mVHa2 
which�represent�a�quarter�circle�(as�z is�positive)�of�radius�z0�=� !2 and�y2(z) =�z cot(z).�

Obs.�1�The�coefficient�A (and�thus C and�D) can�be�found�(once�the�eigenfunctions�have�been�found�numerically�or�
graphically) by�imposing�that�the�eigenfunction�is�normalized.�
Obs.�2�Notice�that�the�first�red�curve�never�crosses�the�blue�curves.�That�means�that�there�are�no�solutions.�If�
z0�< π/2�there�are�no�solutions�(That�is,�if�the�well�is�too�shallow�there�are�no�bound�solutions,�the�particle�can�

π2 
escape).�Only�if�VH > there’s�a�bound�solution.8�
Obs.�3�There’s�a�finite�number�of�solutions,�given�a�value�of�z0�> π/2.�For�example,�for�π/2�≤ z0�≤ 3π/2�there’s�only�
one�solution,�2�for�3π/2�≤ z0�≤ 5π/2,�etc.�
Remember�however�that�we�only�considered�the�odd�solutions. A bound�solution is�always possible if we�consider the�
even�solutions.,�since�the�equation�to�be�solved�is�

√ 
2κa =�ka tan(ka) =� z − z2�.0�

Importantly, we�found that�for the odd�solution there is a�minimum size of the potential well (width and depth) that�
supports�bound�states.�How�can�we�estimate�this�size?�A�bound�state�requires�a�negative�total�energy,�or�a�kinetic�

energy�smaller�than�the�potential:�Ekin =�!2k2 

2m < VH .�This�poses�a�constraint�on�the�wavenumber�k and�thus�the�

wavelength,�λ =�2π 
k :�

2π 
λ ≥ √ 

2mVH 

However,�in�order�to�satisfy�the�boundary�conditions�(that�connect�the�oscillating�wavefunction�to�the�exponentially�
1decay�one)�we�need�to�fit�at�least�half�of�a�wavelength�inside�the�2a width�of�the potential.,� λ ≤ 2a.�Then�we�obtain2

!2 

ma2 

Fig.�26:�Even�solution�for�the�finite�barrier�potential.�The�wavefunction�is�∝�cos(kx) in�Region�II�(Black)�and�an�exponential�
decay�in�regions�I�and�III�(Blue).�Left:�any�wavefunction�can�“fit”�in�the�well�and�satisfy�the�boundary�condition�(there’s�no�
minimum�well�depth�and�width).�Right,�wavefunction�with�a�higher�quantum�number,�showing�two�oscillations�

!

��

Even solutions

RegRegRegion II

!

Region I Region IIion IIion II Region III 

Fig.�25:�Left:�Odd�solution�for�the�finite�barrier�potential,�for�two�potential�depth.�Ground�state�of�the�wavefunction.�The�
wavefunction�is�a�sinusoidal�in�Region�II�(Black)�and�an�exponential�decay�in�regions�I�and�III�(Blue).�Notice�that�for�the�
shallower�potential�(dashed�lines)�the�wavefunction�just�barely�“fit”�inside�the�well.�Right:�Odd�solution,�for�larger�k vector�
(higher�quantum�number),�allowing�two�oscillations.�

√
2�− z2rewrite�the�equation�κa =�−ka cot(ka)� → z1�=�−z cot(z) as� z =�−z cot(z),�or:0�

√ 
2z − z2�=�−z cot(z)0�

This�is�a�transcendental�equation�for�z (and�hence�E) as�a�function�of�z0,�which�gives�the�depth�of�the�well�(via�VH ).�√
2To�find�solutions�we�plot�both�sides�of�the�equation�and�look�for�crossings.�That�is,�we�plot�y1(z) =�− z − z2�,0�√ 

2mVHa2 
which�represent�a�quarter�circle�(as�z is�positive)�of�radius�z0�=� !2 and�y2(z) =�z cot(z).�

Obs.�1�The�coefficient�A (and�thus C and�D) can�be�found�(once�the�eigenfunctions�have�been�found�numerically�or�
graphically) by�imposing�that�the�eigenfunction�is�normalized.�
Obs.�2�Notice�that�the�first�red�curve�never�crosses�the�blue�curves.�That�means�that�there�are�no�solutions.�If�
z0�< π/2�there�are�no�solutions�(That�is,�if�the�well�is�too�shallow�there�are�no�bound�solutions,�the�particle�can�

π2 
escape).�Only�if�VH > there’s�a�bound�solution.8�
Obs.�3�There’s�a�finite�number�of�solutions,�given�a�value�of�z0�> π/2.�For�example,�for�π/2�≤ z0�≤ 3π/2�there’s�only�
one�solution,�2�for�3π/2�≤ z0�≤ 5π/2,�etc.�
Remember�however�that�we�only�considered�the�odd�solutions. A bound�solution is�always possible if we�consider the�
even�solutions.,�since�the�equation�to�be�solved�is�

√ 
2κa =�ka tan(ka) =� z − z2�.0�

Importantly, we�found that�for the odd�solution there is a�minimum size of the potential well (width and depth) that�
supports�bound�states.�How�can�we�estimate�this�size?�A�bound�state�requires�a�negative�total�energy,�or�a�kinetic�

energy�smaller�than�the�potential:�Ekin =�!2k2 

2m < VH .�This�poses�a�constraint�on�the�wavenumber�k and�thus�the�

wavelength,�λ =�2π 
k :�

2π 
λ ≥ √ 

2mVH 

However,�in�order�to�satisfy�the�boundary�conditions�(that�connect�the�oscillating�wavefunction�to�the�exponentially�
1decay�one)�we�need�to�fit�at�least�half�of�a�wavelength�inside�the�2a width�of�the potential.,� λ ≤ 2a.�Then�we�obtain2

!2 

ma2 

Fig.�26:�Even�solution�for�the�finite�barrier�potential.�The�wavefunction�is�∝�cos(kx) in�Region�II�(Black)�and�an�exponential�
decay�in�regions�I�and�III�(Blue).�Left:�any�wavefunction�can�“fit”�in�the�well�and�satisfy�the�boundary�condition�(there’s�no�
minimum�well�depth�and�width).�Right,�wavefunction�with�a�higher�quantum�number,�showing�two�oscillations�

!

��
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Bound states in one dimension Superposition and time dependence

Expansion in orthogonal eigenfunctions
Time dependence of quantum states

ψn(x, t) = ψne−iEnt/h̄ (22)

Solution for “particle in a box”
can be expressed as a sum of different solutions

Ψ(x, t) =
∞

∑
n=1

cnψn(x, t) (23)

cn must obey normalization condition + ∑∞
n=1 |cn|2 = 1

Modulus squared of each coefficient
gives probability to find particle in that state

Pn = |cn|2 (24)
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Bound states in one dimension Superposition and time dependence

Example
Particle initially prepared
in symmetric superposition of ground and first excited states

Ψ(+)(x, t = 0) =
1√
2
[ψ1(x) + ψ2(x)] (25)

Probability to find particle in state 1 or 2 is 1/2
State will then evolve in time according to

Ψ(+)(x, t) =
1√
2

[
ψ1(x)e−iω1t + ψ2(x)e−iω2t

]

= e−iω1t 1√
2

[
ψ1(x) + ψ2(x)e−i∆ωt

]
(26)

Probability to find particle in initial superposition state
is not time independent

L. A. Anchordoqui (CUNY) Quantum Mechanics 3-19-2019 18 / 22



Bound states in one dimension Harmonic oscillator

H.O. characterized by quadratic potential + V(x) = kx2

2
Schrödinger equation

− }2

2m
d2ψ(x)

dx2 +
kx2

2
ψ(x) = Eψ(x)

k + spring constant which relates to restoring force
of equivalent classical problem of mass m connected to spring

ω =

√
k
m

or k = mω2

Assume solution to be of the form

ψ(x) = f (x) exp
(
−γx2

2

)
with γ2 = mk/}2

which reduces Schrödinger equation to

d2 f (x)
dx2 − 2γx

d f (x)
dx

+ f (x)
[

2mE
}2 − γ

]
= 0
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Bound states in one dimension Harmonic oscillator

Polynomial of order n− 1 satisfies equation if

2mEn

}2γ
+ 1− 2n = 0 or En = }ω(n− 1/2) with n = 1, 2, 3 · · ·

Minimal energy + E1 = }ω/2
All energy levels are separated from each other by an energy }ω

Explicit form of normalized wave function

ψn(q) =
π−1/4

√
2n−1(n− 1)!

Hn−1(q) e−q2/2 with q =
√

γ x

nth order Hermite polynomial defined through relation

Hn(z) = ez2/2
(

z− d
dz

)n

e−z2/2 = (−1)nez dn

dzn e−z

(second expression obtained writing out powers in first expression
inserting factors of the form 1 = e−z2/2ez2/2 between each factor
and performing a little algebra)
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Bound states in one dimension Harmonic oscillator

First three harmonic oscillator wave functions are

n = 1

ψ1(q) = π−1/4 e−q2/2

n = 2

ψ2(q) =
1√
2

1√
2

(
q− d

dq

)(
π−1/4e−q2/2

)
=

π−1/4
√

2
(2q)e−q2/2

n = 3

ψ3(q) =
1
2

(
q− d

dq

)(
π−1/4
√

2
(2q)e−q2/2

)
=

π−1/4
√

2

(
2q2 − 1

)
e−q2/2
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Bound states in one dimension Harmonic oscillator

ψn(q) wave functions graphed as solid lines
with associated probability densities |ψn(q)|2 indicated as dashed lines
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